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Abstract

This report investigates an unsupervised, feature-based image matching pipeline
for the novel application of identifying individual kākā. Applied with a similar-
ity network for clustering, this addresses a weakness of current supervised ap-
proaches to identifying individual birds which struggle to handle the introduc-
tion of new individuals to the population. Our approach uses object localisation
to locate kākā within images and then extracts local features that are invariant
to rotation and scale. These features are matched between images with nearest
neighbour matching techniques and mismatch removal to produce a similarity
score for image match comparison. The results show that matches obtained via
the image matching pipeline achieve high accuracy of true matches. We conclude
that feature-based image matching could be used with a similarity network to
provide a viable alternative to existing supervised approaches.
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Chapter 1

Introduction

Computer vision is a field of artificial intelligence that focuses on using computers to pro-
cess, analyse and interpret visual data [1]. One of the primary tasks of computer vision is
image classification, which is the process of categorising images by features extracted from
image data [2]. Image classification is used for a wide range of tasks including facial recog-
nition, medical imagery, and land use analysis.

1.1 Motivation

Ecology and conservation is an emerging area for the application of computer vision and
image recognition techniques [3] [4]. Much of the existing work in the field is concerned
with image classification of different species [4].

Part of the difficulty in applying computer vision techniques in ecology is that the dif-
ferences between species are so fine-grained. Consequently, identifying individuals of the
same species presents an even more complex task for image recognition models than identi-
fying different species. Yet, such models would give ecologists a valuable tool for counting
species populations, analysing group behaviour, and observing intraspecies social network-
ing [3]. Currently, ecologists would rely on manual identification practices such as tagging,
banding or marking individuals to conduct those studies. Alternatively, researchers could
painstakingly manual identify individuals from photos or video footage. Automating that
process by developing image classification models that could identify individuals would
therefore save time, costs and labour [5].

The local population of North Island kākā(nestor meridionalis septentrionalis) at the Zealan-
dia ecosanctuary in Wellington present an ideal subject for study in the identification of
same-species individuals. The unique markings and geometry of their beaks provide high
quality discriminating features between individuals that could be used to train image classi-
fication models. Initially, there were only fourteen kākā in the kākā population at Zealandia
[6]. These kākā were captive-bred, and transferred from other zoos to Zealandia between
2002 and 2007. Since then the kākā population at Zealandia has flourished, and Zealandia
has become a source for translocating kākā to other ecosanctuaries in New Zealand, such as
the Cape Sanctuary in the Hawke’s Bay [6].

To monitor the kākā population, kākā born at Zealandia nesting boxes are banded with
an identifying colour combination that indicates the individual and the cohort (year) that
each kākā was born in. Nevertheless, birds that have been banded can still be difficult to
identify. The coloured bands can chip and lose their colour, and many of the colours are
difficult to distinguish, particularly under different light conditions. For instance, some
kākā have a lime green coloured cohort band that is nearly impossible to distinguish from
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silver or chipped bands under forest light conditions. Additionally, banding is not a feasible
solution to monitoring individuals at large scales. Particularly with coloured banding, there
are a finite number of easily identifiable combinations that place a limit on the number of
kākā that can be monitored at once.

Since the end of the 2015/16 breeding season, intensive banding operations have been
scaled back to only those necessary for research. 750 kākā had been banded by the end of
the 2015/16 breeding season and by the end of the 2018/19 breeding season, over 1000 kākā
had been banded. In October of 2020, the kākā population at Zealandia was estimated at
2600 [7].

As the kākā population at Zealandia has grown, the number of wild kākā has also grown.
Wild kākā are kākā born outside of the nesting boxes provided at Zealandia. These kākā are
an equally important subset of the kākā population for researchers to monitor because wild
kākā will soon make up the majority of the population that frequent Zealandia. Further-
more, its difficult to identify individual wild kākā because they don’t have a distinctive
coloured banding.

A machine learning model would offer the ability to continue to monitor individual
kākā as the population outgrows the limitations of banding, and help to continue a variety
of research projects such as estimating local kākā population size and analysing behaviour
patterns in groups of kākā.

1.2 Problem Statement

As discussed, identifying individuals of the same species is a more difficult computer vision
task than identifying individuals of different species because there are fewer differences
between individuals of the same species. One of the primary implications of this is that
an image classification model requires a large dataset for training, containing thousands to
millions of images to correctly differentiate between individuals [8] [9]. If the dataset is too
small, it can cause the classification model to rely on temporary or misinformed features.
For instance, a model might match images based on individuals positioning rather than
content, even though position within an image frame is not really a feature. As another
example, in the case of kākā, a minor wound or temporary colouring (due to season or age)
might be detected as a key feature for a particular individual, but the model won’t classify
the individual the same way a few days or months later.

Existing attempts to classify individuals have focused on supervised approaches and
convolutional neural networks (CNN). Supervised approaches learn a function that maps
known (labelled) outputs to the input data. The main weakness of these approaches for
classifying individuals of the same species is that the models struggle to recognise unknown
or unseen individuals. This is because these systems can only predict labels that already ex-
ist in the label set (i.e. individuals known to the classifier after training). In the practical
application of individual classification systems in ecology, it is expected that new individu-
als will enter the population over time. Being able to recognise new individuals and label
them accordingly is therefore an important capability of classification systems. Another
flaw of the supervised approach in the context of individual classification is that they rely
on large datasets of labelled data [9]. Manually labelling datasets of the scale required can
be tedious, labour-intensive, and prone to human error [8]. Indeed, the primary purpose
of individual classification models is to replace the need for humans to manually identify
individuals from photos. This is all to say that if collecting a large dataset of labelled data
was straightforward then an individual identification model would not be necessary.
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1.3 Proposed Solution

We propose an intraspecies individual identification method using an online unsupervised
learning approach. Unsupervised learning categorises machine learning tasks in which the
outputs (target labels) are unknown and the goal is to discover meaningful patterns in the
input data [10]. Unsupervised learning approaches are useful when labelled data is not
available or difficult or labour intensive to collect [10]. Online learning, on the other hand,
refers to machine learning methods where the model learns from a sequence of data one
at a time [11]. Unlike offline training settings, which train a model with the entire training
set at once and must be retrained to incorporate new data, online learning does not need
to be retrained as new data arrives [11]. This means that a model using an online learning
approach can handle a growing number of individuals in the population, which we have
previously identified as a vital attribute for the practical use of any individual classification
system [11].

In this way, a model using an online unsupervised approach can be thought of as closely
mimicking how a human would approach the process of sorting images of animals by indi-
vidual. As the model receives new images it determines if it has seen the individual in the
image before; if it has, the image is placed in the pile of the corresponding individual, and
if it has not it begins a new pile.

1.4 Goals

The goal of this research is to develop an image matching pipeline that could be used to
construct a similarity network of images of North Island kākā living at Zealandia. This
would follow an online unsupervised approach and allow the use of clustering to identify
individuals in the kākā imagery data. This is to be accomplished in five main stages:

1. Object Localisation: detect and localise kākā within the kākā image data to filter fea-
tures from feature extraction.

2. Feature Extraction: extract interesting and relevant features from the kākā image data.

3. Feature Matching: match features from multiple images, based on their descriptors.

4. Similarity Scoring: from the feature matching process, explore different methods for
measuring image similarity to formulate a similarity score for images.

5. Image Matching: find the best match for any given image using the formulated simi-
larity score.
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Chapter 2

Background and Related Work

2.1 Image Matching

Computer vision can be thought of as the pursuit of allowing computers to perceive visual
information as humans do [12]. To that end, a key part of computer vision is the ability
to recognise patterns and understand relationships between multiple images. As a funda-
mental problem in a range of computer vision tasks such as remote sensing, security and
medical imaging, the goal of image matching is to identify patterns in image data and then
correspond the similar structure from other images [12]. Since computer vision first became
a field, there have been a growing number of methods proposed for image matching, and
this number has grown even more with the development of deep learning techniques.

Regardless of method, image matching comprises primarily of three stages:

1. Feature detection: how the underlying patterns and structures are found

2. Feature description: how they’re described for comparison

3. Feature matching: how they are matched

Image matching approaches have historically been broadly split into area-based and
feature-based approaches, however, deep learning-based techniques are also being devel-
oped [13] [14] [15].

2.1.1 Area-based Image Matching

The most simple and naive method for image matching is area-based matching. This method
directly compares image pixel intensities in windows of a preset size to calculate the simi-
larity between images, rather than detecting any specific image structures [16]. Area-based
matching is sensitive to the window size, the similarity measurement used, as well as image
noise and rotation, scale and affine variations [16].

2.1.2 Feature-based Image Matching

Feature-based image matching is the more widely used classic approach to image matching
[16] . Feature-based image matching has existed for decades and is more flexible and robust
than area-based methods, and therefore has a larger range of applications [17]. Feature-
based approaches detect the underlying structure of the objects in a given image and use
that to construct descriptors that can be used to efficiently compare images [17]. Within
the feature-based approach, feature detection and feature description are condensed into
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the one feature extraction stage, which detects suitable keypoints and computes those key-
points’ descriptors [18]. The effectiveness of the feature-based approach is therefore largely
dependent on the feature extraction method.

An additional method to improve feature-based image matching is to use object detec-
tion as part of the feature detection process [16]. By applying object detection, features are
localised to the object which ensures that features are relevant to the object and informative
for image matching [16].

2.2 Image Segmentation

Image segmentation is the process of partitioning an image into image segments or regions.
It can alternatively be used for object detection, where there is a clear distinction between
the object and the background [19]. This makes image segmentation a useful tool for object
detection in assisting feature-based image matching. Specifically, image segmentation can
segment the interest area from the background to assist with feature extraction [20].

There are three main types of segmentation. Semantic segmentation classifies each pixel
in an image as belonging to a specific class [21]. Instance segmentation classifies each pixel
of a specific class, into the individual instances of that class [21]. Panoptic segmentation is a
combination of instance and semantic segmentation, classifying each pixel in an image into
the class and instance that it belongs to [21].

Some common image segmentation techniques include k-means clustering, region-based
segmentation, thresholding segmentation, and edge-based segmentation [20].

2.2.1 Image Segmentation with K-Means Clustering

K-means clustering is one of the most popular and simple image segmentation methods
[20]. K-means clustering segments an image into k regions based on the pixel values in an
image [22]. The algorithm for k-means clustering is as follows [23]:

1. Choose the number of clusters, K

2. Randomly initialise K cluster centroids C1, C2..., Ck

3. For each data point x find the nearest centroid C and assign x to that cluster’s set of
points S

4. For each set of points S1, S2, ...Sk, calculate the new centroid C1, C2..., Ck by finding the
mean of all points in the set S

5. Repeat steps 3 and 4 until convergence or until some number of iterations is complete.

There are three main drawbacks of k-means clustering. Firstly, k-means clustering is
very sensitive to the value of k and the k value is set before clustering, so good results are
dependent on having some prior knowledge to what the best value of k is for the data [24].
Secondly, k-means is non-deterministic meaning that results may vary between different
runs of the algorithm because the cluster centroids are randomly intialised [25]. Thirdly,
k-means is biased towards spherical segments because it uses centroids to cluster the data
[26]. This means clusters naturally form circles, with a radius from the centroid to the far-
thest point in the cluster. Therefore, K-means clustering does not perform well in complex
clustering tasks when clusters are in non-spherical shapes [26].
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2.3 Feature Extraction

A crucial component of feature-based image matching is feature extraction, because it in-
volves both feature detection and feature description. Feature extraction is a form of dimen-
sionality reduction and refers to the process of transforming input image data into feature
vectors which can be then be used to match images [1].

Features capture information relevant to the shapes contained within the image and ex-
tract important underlying patterns and structures. Features are compared across different
images by creating rotation, scale and affine invariant descriptors that can easily be matched
against other descriptors.

In the abstract, features can be split into two categories: low-level features and high-level
features [27]. Low-level features are basic features that can be extracted without information
about spatial relationships, such as edges, corners and blobs [1]. High-level features are
those that can be directly seen and recognised in the image, such as shapes and objects
[1]. High-level features must have knowledge of spatial relationships within the image [1].
Low-level and high-level features can therefore be thought of as local and global features,
respectively [27].

Some low-level feature extraction methods include edge detection methods such as So-
bel, Canny and Prewitt edge detection, Harris corner detection, and localised feature extrac-
tion methods such as SIFT, SURF [28], oriented FAST and rotated BRIEF (ORB), binary pat-
terns histogram (LBPH) [29], and histogram of oriented gradients (HoG) [30] [1]. Localised
feature extraction methods can also be considered high-level feature extraction methods be-
cause sets of features can be used to characterise and describe objects [1]. Other high-level
feature extraction methods include template matching, wavelets and Haar wavelets, and
generalised and invariant Hough transforms [1].

2.3.1 Scale-invariant feature transform (SIFT)

SIFT is perhaps the most well-known and widely used feature extraction method for im-
age recognition and object detection. First developed in 1999, SIFT produces features that
are scale and rotation invariant which makes them robust to noise and occlusion [31]. The
SIFT algorithm works in four stages: scale-space extrema detection, keypoint localisation,
orientation assignment, and keypoint descriptor creation [32].

The first stage, scale-space extrema detection, consists of identifying points of interest
that are invariant to scale. This is accomplished by searching for features that are stable
across different scales, using a continuous function called the scale space. The canonical way
to generate a linear scale space is with the Gaussian function, which is a smoothing function
that ensures that no new structures are introduced into the image as the scale increases [33].
The scale space of an image is therefore a function, L(x, y, σ), produced by the convolution
of the variable-scale Gaussian function, G(x, y, σ), with an input image, I(x, y).

L(x, y, σ) = G(x, y, σ) ∗ I(x, y)

SIFT then finds the difference of Gaussians function, D(x, y, σ), computed from the dif-
ference between two scales separated by a constant multiplying factor k, to find keypoints
that are stable across different scales.

D(x, y, σ) = (G(x, y, kσ)− G(x, y, σ)) ∗ I(x, y, )
= L(x, y, kσ)− L(x, y, σ)
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This is important because the difference of Gaussians provides a good approximation
of the Laplacian of Gaussians (LoG), which when normalised with the factor σ2 gives true
scale invariance. However, the σ2 scale normalisation factor is naturally incorporated when
the difference of Gaussians differ by a constant scale factor. So, to generate D(x, y, σ) we can
iteratively convolve an initial image, I(x, y), with Guassians to produce images separated
by a constant scale factor k. Each octave (doubling of σ) is further split into s intervals.
Next, each adjacent image scale is used to find the difference of Gaussians, as shown in
Figure 2.1. After each octave, the image scale is down-sampled by a factor of two, and this
process is repeated. Finally, to find the local extrema, each point is compared with its eight
neighbouring points in the current image and the nine points above and below it in the scale
space. If that point is a maxima or minima then it is identified as a keypoint. That process is
shown in Figure 2.2.

Figure 2.1: From [32], illustrating how the difference of Gaussians is found.

Figure 2.2: From [32], showing how local extrema are calculated by comparing points with
neighbouring points across adjacent scale spaces.

In keypoint localisation, those keypoints identified in the previous stage are contextu-
alised, and poor keypoints are removed. This includes keypoints that are in low contrast
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regions of the image or are located close but not on an edge within the images. These key-
points are unstable because they’re susceptible to slight noise, so they are discarded.

In orientation assignment, the orientation of each keypoint is computed from local image
properties. Keypoint descriptor can then be represented relative to the keypoint’s orienta-
tion and consequently be invariant with respect to image rotation. To accomplish this, SIFT
takes a region around each keypoint, dependent on the scale, L, at which the keypoint was
detected, and measures the gradient magnitude, m(x, y), and direction, θ(x, y) from a set of
sample points in that region.

m(x, y) =
√
(L(x + 1, y)L(x1, y))2 + (L(x, y + 1)L(x, y1))2

θ(x, y) = tan−1(L(x, y + 1)L(x, y1))/(L(x + 1, y)L(x1, y)))

An orientation histogram with 36 bins, each containing a 10-degree slice of the 360 de-
grees surrounding the keypoint, is then created. The gradient magnitudes are sorted and
added to the bin associated with its direction. Peaks in the histogram thus correspond with
important directions of local gradients around the keypoint. The bin with the greatest total
magnitude, and any bin with 80% of the largest magnitude, is then used to compute the
orientation of the keypoint.

Once the keypoints location, scale and rotation are computed, the information must be
converted into a descriptor vector. SIFT takes information from a 16x16 region around each
keypoint. That 16x16 region is divided into 16 4x4 arrays. Each 4x4 array is then used to
calculate a 8-bin orientation histogram of the gradient magnitudes and directions of all the
points in the 4x4 array. The result is 16 8-bin orientation histograms.

At this stage, two issues remain. The orientation histograms are dependent on rotation
and illumination. To solve the first issue, we subtract the keypoint descriptor from each of
the orientation histograms so that they are relative to the keypoint’s orientation. To solve
the second issue, we threshold each bin value to 0.2 to reduce the effects of brighter light
conditions. Finally, the histograms are normalised before all 128 bin values in the 16 8-bin
orientation histograms are represented as a feature vector to form the keypoint descriptor,
which can later be used to match with keypoint descriptors from other images.

2.3.2 Speeded-up robust features (SURF)

Speeded-up robust features (SURF) is a faster and more efficient version of SIFT [34]. Both
methods are based around the same concept of using LoG to find the scale-space. However,
SURF improves upon the LoG approximation implemented in SIFT by using box filters and
integral images as opposed to the difference of Gaussians [28]. SURF follows the same steps
of interest point detection and keypoint feature descriptor construction [28].

Interest point detection in SURF is accomplished by Hessian matrix approximations,
which are computational efficient and accurate. A Hessian matrix is a square matrix of the
second order partial derivatives of a function. In this case, the function is the Gaussian
function, convolved with the image I(x, y). So, given the point p = (x, y), the Hessian
matrix at p at scale σ is:

H(p, σ) =

[
Lxx(p, σ) Lxy(p, σ)
Lxy(p, σ) Lyy(p, σ)

]
where Lxx(p, σ) is the convolution of the Gaussian second order derivative ∂2x

∂x2 G(σ) with the
image I at point p, and similarly for Lxy(p, σ) and Lyy(p, σ). We then calculate the deter-
minant of the Hessian matrix and store the results in a blob map that can be searched for

8



interest points. The determinant of any matrix
[

a b
c d

]
is ac − bd, so the determinant of the

Hessian matrix is:

det(H) = Lxx(p, σ)Lyy(p, σ)− (Lxy(p, σ))2

However, calculating the second order derivative of the Gaussian function can be compu-
tationally expensive. Instead, SURF uses box filters to approximate the second order Gaus-
sian derivatives and leverages the concept of integral images to evaluate them at a very low
computational cost. Integral images are the sum of all pixel values in a rectangular region
between the origin and the location p = (x, y) in an image I. With integral images it takes
only four memory accesses to calculate the sum of pixel values in any rectangular region of
the image, as shown in Figure 2.3.

Figure 2.3: From [28], we can see region ∑ = A − B − C + D.

Thus, if we denote the box filters for the three second order Gaussian derivative calcu-
lations Lxx(p, σ), Lyy(p, σ), and Lxy(p, σ) as Dxx, Dxy, and Dyy respectively, we can find a
much faster approximation for the determinant of the Hessian matrix.

det(Happrox) = DxxDyy − (wDxy)
2

where w is a weight applied to the filter responses to balance the expression. The Hessian
determinants for all points are then calculated and stored in a blob response map. Local
maxima detected from the response map are the SURF interest points.

To create the SURF keypoint descriptor, Haar-wavelet responses in a circular region
around the keypoint are calculated in both the x and y direction to find the orientation with
the largest response. A 20x20 square region around the keypoint and perpendicular to the
main orientation is split into 16 5x5 regions. In each region, the Haar wavelet response in
the horizontal and vertical direction (with respect to the main orientation), and the sum of
the absolute values of those responses, form a four dimensional feature vector. The feature
vectors for the 16 sub-regions make up the a descriptor vector of length 64.

2.3.3 Oriented FAST and rotated BRIEF (ORB)

Oriented FAST and rotated BRIEF (ORB) was developed by OpenCV as an alternative to
SIFT and SURF, which are both patented and require a license to use in commercial set-
tings (but are free for academic use) [35]. ORB borrows from two other algorithms, features
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from accelerated segment test (FAST), and binary robust independent elementary features
(BRIEF) [35]. FAST is used for keypoint detection and BRIEF is used for creating the key-
point descriptor.

FAST is a corner detection technique that examines the 16 pixels in a Bresenham circle
of radius 3 around a given pixel. Using a threshold, t, each surrounding pixel is checked
for whether or not it is lighter, darker, or similar to the test point, p. If at least 8 of those
surrounding pixels are either darker or lighter than p then it is considered a keypoint.

This process produces a high response along edges. To reduce the number of keypoints,
ORB filters the keypoints using the Harris corner measure. Potential keypoints are ordered
by their Harris score and the top N points are selected, where N is the number of desired
keypoints.

FAST does not capture the orientation of the keypoint. ORB improves on this aspect of
FAST by computing a orientation for each keypoint. The weighted intensity centroid of a
patch with the keypoint at the centre is calculated and the vector from the keypoint to the
centroid is the orientation assigned to the keypoint.

For creating the keypoint descriptor, ORB uses BRIEF. BRIEF constructs a binary feature
vector by comparing a random pair of pixels from a neighbourhood surrounding the key-
point. The first pixel is selected from a Gaussian distribution of pixels in the image centred
around the keypoint with a standard deviation of σ. The second pixel is selected from a
Gaussian distribution of pixels in the image centred around the first pixel with a standard
deviation of σ

2 . If the first pixel is brighter than the second pixel, the value 1 is added to the
binary feature vector. Otherwise, 0 is added. This process is repeated 128 times to form a
128-bit feature vector that describes the keypoint.

Like FAST, BRIEF ignores the orientation of the keypoint. To counteract this, ORB orients
the binary feature vector according the orientation detecting in the FAST stage.

For any feature set of n binary tests we have two matrices of dimensions 2 × n:

S =

(
x1, ...xn
y1, ...yn

)
, S′ =

(
x1, ...xn
y1, ...yn

)
Where S is the set of the first pixels of the n random pairs, and S′ is the set of the second
pixels of the n random pairs. Given the orientation of the keypoint, θ, and the corresponding

rotation matrix, Rθ =

[
cosθ −sinθ
sinθ cosθ

]
, we can then steer S and S′ in the direction of θ by

doing the matrix multiplications:

Sθ = RθS, S′
θ = RθS′

This allows ORB to build a lookup table for different values of θ (in increments of 2π/30),
so the keypoint descriptor is more robust to image rotation.

It is important, however, that the set of binary tests used to determine the descriptor
vector is uncorrelated and has high variance. Additionally, a simple characteristic of these
binary feature vectors is that their mean is close to 0.5. Maintaining a mean near 0.5 is
therefore desirable, as is high variance, so that the descriptor is unique.

To satisfy both of these goals, ORB uses a greedy search to iteratively search among all
possible binary tests for 256 tests with high variance, a mean close to 0.5, and minimal cor-
relation. This process is called rBRIEF and the result is a 256-bit binary keypoint descriptor
vector.
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2.3.4 Other Local Feature Extraction Methods

Two other important feature extraction methods worth noting are local binary patterns his-
togram (LBPH) and histogram of oriented gradients (HOG) [36] [30]. These are both rela-
tively simple feature extraction techniques in comparison to SIFT, SURF, and ORB, but can
still be effective.

Local Binary Patterns Histogram (LBPH)

LBPH is created using the local binary pattern operator [36]. Firstly, the image is divided
into cells. Each pixel in each cell is compared to its eight neighbouring pixels, and a new
binary value 1 or 0 is assigned, depending on if the pixel’s value is greater or less than the
neighbouring pixel value. 0 indicates that the pixel value is greater than the neighbouring
pixel value and 1 indicates that the pixel value is less than the neighbouring pixel value.
From left to right, top to bottom, this creates a 8-digit binary number, which is converted into
its decimal form. For each cell, a histogram of all the pixel values is created and concatenated
to create one histogram for the entire image. The image is in grayscale for this operation, so
each cell histogram has 256 bins (0-255 pixel values), and the final image feature vector is
256 × n dimensions, where n is the number of cells the image was divided into.

Histogram of Oriented Gradients (HOG)

HOG works as one might expect, by creating a histogram of the gradients within an image
[30]. Like in LBPH, the image is first split into cells. Within each cell, each pixel’s horizon-
tal and vertical gradient is calculated by filtering the image with the first order derivative
of the image intensity function in the horizontal direction,

[
−1, 0, 1

]
, and the vertical direc-

tion,
[
−1, 0, 1

]T. From the horizontal and vertical gradients, the gradient magnitude and
orientation can be calculated with the following equations:

g =
√

g2
x + g2

y

θ = arctan
gx

gy

For colour images, the gradient magnitude is the maximum of the magnitudes of the three
colour channels. The orientation is the orientation of the gradient associated with the maxi-
mum gradient magnitude.

The gradient magnitude is a value between 0 and 255, and the gradient orientation is a
value between 0 and 180, because HOG uses unsigned gradients. This means we consider
an angle and the angle 180 degrees opposite it the same. Unsigned gradients have been
shown to be more effective at detecting humans.

With the gradient magnitude and orientation for all pixels calculated, we can create a
9-bin histogram of gradient magnitude. Each bin represents a 20 degree bin centred at 0,
20, 40, 60, 80, 100, 120, 140 and 160 degrees. Gradient magnitudes are split proportionally
between bins depending on the distance between bins. For instance, a pixel with gradient
magnitude 10 and a orientation value of 130 would assign 5 to the 120 degree bin and 5 to
the 140 degree bin. If the angle were 125, 7.5 would be assigned to the 120 degree bin and
2.5 to the 140 degree bin.

Before concatenating the histogram of each cell like in LBPH, we normalise the his-
tograms by finding the L2 norm of each histogram. This makes the vectors invariant to
scale. The final image feature vector is 9 × n dimensions, where n is the number of cells the
image was divided into.
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2.4 Feature Matching

A significant step in the image matching process is matching. This is the process of estab-
lishing correct point correspondence between two images [16]. The feature-based approach
to feature matching can be split into two categories: direct matching and indirect matching
[16].

2.4.1 Direct Matching

Direct matching is a method of feature matching that aims to directly match features from
two feature sets by finding the spatial relationship between two sets of features with geomet-
ric transformation and optimisation methods [16]. This can be divided into graph matching
and point set registration methods.

Graph Matching Methods

Graph matching methods construct a graph assigning each feature to a node and specifying
edges [16]. Graphs are then matched by establishing a node to node correspondence of the
feature graphs between different images. In an ideal scenario, the solution produced by
GM would be a bijection of two feature graphs. That is, a one-to-one function that maps
each node in graph A to a node in graph B. In real world applications, however, this is
requirement is seldom possible to satisfy.

Research in GM has focused predominantly on formulating GM as a quadratic assign-
ment problem (QAP), which is a key problem in combinatorial optimisation [37]. Originally
posed by Koopmans and Beckmann, a QAP models the real life economic problem of assign-
ing facilities or factory plants to locations to minimise the cost of the transporting supplies
between facilities [38]. Edge weights in the graphs used to model this scenario correspond to
the amount of supplies transported between two facilities. The result is that facilities which
have a large edge weight and flow of supplies between them are placed closer together. In
the context of feature graphs used to model feature sets, we can use the similarity between
feature descriptors to determine the weight of edges between nodes [16].

By looking at GM as a QAP, we can solve it in the same way — by finding the one-to-one
correspondence between two features set that maximises the affinity between two graphs.
The affinity, J, is defined as:

J(X) = (KpX) + (A1XA2X)

Where X is the permutation matrix between the two graphs, K is the affinity matrix between
nodes, and A1 and A2 are the weighted adjacency matrices of the two graphs.

Point Set Registration Methods

Point set registration methods attempt to find the spatial transformation that optimally
aligns two sets of features [16]. The key difference between point set registration methods
and graph matching methods is that point set registration assumes that a spatial transfor-
mation exists such that two sets of features can be overlayed with one another. By assuming
more information, point set registration takes fewer parameters than graph matching and
is more computationally simple. However, point set registration methods do sacrifice on
robustness and generalisability.
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2.4.2 Indirect Matching

Indirect matching, also known as matching with mismatch removal, is the classically favoured
approach to feature matching in feature-based image matching pipelines [16]. Indirect match-
ing is composed of two stages: the construction of a preliminary match set and then the
removal of poor matches by applying additional filters to the matches [16].

Preliminary Match Set Construction

Firstly, initial correspondence between features is established by calculating the similar-
ity between local feature descriptors. Methods for creating this preliminary set of feature
matches include fixed threshold [16], nearest neighbour (NN) [39], mutual nearest neigh-
bour (MNN) [40], and nearest neighbour distance ratio (NNDR) [32]. Nearest neighbour is
also commonly referred to as brute-force matching.

The fixed threshold strategy creates a initial match set from matches in which the dis-
tance between local image descriptors is below a set threshold [16]. Fixed thresholding can
perform differently in different matches because some feature set matches will naturally
have lower distances among descriptors. This also means that each descriptor can have
more than one matching descriptor where we would prefer that each descriptor in image A
has a one-to-one correspondence with a descriptor from image B. For images that contain
the same object we would expect a strong one-to-one correspondence between feature de-
scriptors, because the same features should be identified during feature extraction (so long
as the features are robust to scale, rotation and affine variations).

The NN technique is more robust than the fixed threshold strategy as it is less sensitive
to specific matches, however, it also does not enforce one-to-one correspondence between
feature matches [39]. Nevertheless, NN detects more potentially true matches so is an im-
provement upon the fixed threshold strategy.

MNN is identical to the aforementioned NN technique, except that a match will only be
considered a match if the descriptors are mutual best matches [40]. That is, if the best match
for the i-th descriptor in image A is the j-th descriptor in image B then the best match for
the j-th descriptor in image B must be the i-th descriptor in image A for the match between
those descriptors to be included in the preliminary match set.

NNDR is also related to NN, however, it differs in that it considers the second nearest
neighbour as well as the first [16]. Matches are discarded if the ratio of the distance be-
tween feature descriptors of the first and second-best match is less than some threshold.
This follows the process outlined by Lowe’s (2004) ratio test, and ensures that matches are
sufficiently different than the ”noise”, represented by the second best match, that the match
provides meaningful information for matching [32].

Mismatch Removal

A fundamental issue with most of initial matching strategies is that they allow many matches
to pass into the initial set that are not useful for matching. This is expected, however, be-
cause descriptors are naturally focused on only a small local patch of the image. For these
reasons, we require a rigorous method to remove extraneous matches and retain the most
important ones [16].

The most fundamental technique for mismatch removal is random sample consensus
(RANSAC) [41]. Similar to graph matching or point set registration, RANSAC assumes that
two images are related by a geometric transformation function [41]. RANSAC iteratively
selects a random sampling of four matches from the preliminary subset and uses those sam-
ples to project the transformation of one image onto the other. The projection is evaluated by
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calculating the number of other matches which lie within the projection. The transformation
that yields the most inlier matches is the optimal transformation and matches which do not
fit in the optimal transformation are discarded [16].

2.5 Clustering

Clustering is perhaps the most intuitive and common unsupervised learning method. Clus-
tering focuses on finding natural groupings or categories within the data [42]. The goal is
for instances within the same cluster to be similar to one another while instances in different
clusters are dissimilar. Clustering can be used in a range of different applications and with
a range of different kinds of data. Common applications of clustering include customer and
market segmentation, identifying fraudulent credit card activity, recommendation engines,
network analysis and search engine clustering [43]. Clustering techniques can be broadly
split into two categories: hierarchical clustering and partitional clustering [42].

In hierarchical clustering, instances are iteratively divided or merged until some stop-
ping condition is met [44]. An additional element in hierarchical clustering is the linkage
method, which determines how clusters are related. In single-linkage clustering, clusters
are linked by the minimum distance between any member in one cluster and any member
in the other [42]. Complete linkage is the opposite, using the maximum distance between
members of clusters [42]. Average or minimum variance linkage uses the average distance
between any member of one cluster and any member of the other to determine the relation-
ship between clusters [42].

In partitional clustering, instances are split into k-clusters, where k is set before cluster-
ing [45]. Alternative clustering techniques include grid-based, model-based, density-based
clustering and spectral clustering [42]. Ultimately though, the most important factor in clus-
tering is the similarity measure because this determines how instances are related in the
cluster space. The most fundamental similarity measure is Euclidean distance, but other
common measures include Manhattan distance, Minkowski distance, Pearson’s correlation,
and the cosine measure.

2.5.1 Image Clustering

Clustering can also be applied to image data to segment images based on pixel intensity
values for image annotation, indexing, and content-based image retrieval systems [46].

A key difference between image data and other kinds of data is that image data contains
spatial data in the form of x and y coordinates in addition to the pixel feature vector [47]. In
other data we might not expect the spatial relation of features in the feature vector to have
importance, but spatial data is crucial for image data.

However, there are issues with clustering directly with image feature vectors [47]. Firstly,
the size of the image is important because the larger the image the larger the feature vector.
For image data the total number of pixels in a dataset can be larger than a million pixels.
This can be prohibitive in terms of memory and processing time for clustering techniques
such as hierarchical clustering, which constructs a pairwise distance matrix for all instances.

Image clustering is therefore much more efficient when we first extract features to con-
struct a feature vector for each image and cluster images using their corresponding feature
vectors.
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2.6 Related Work

Recent studies in individual species identification have typically taken a supervised ap-
proach [9]. Ferreira et al. investigated deep learning-based methods for individual recogni-
tion in small birds [9]. A convolutional neural network (CNN) was trained with image data
collected from cameras using radio frequency identification (RFID) that auto-labelled im-
ages according to the bird’s passive integrated transponder (PIT) tag. The model performed
well on birds in the training set, scoring 87.0% for zebra finches, 90% for great tits and 92.4%
for sociable weavers. They admitted a limitation of the model was handling birds not ex-
posed to the model during training but did propose a method of thresholding the entropy of
the softmax probability distributions for each individual to determine if the bird was likely
to be a new individual. Yet, there was still significant overlap between entropies of known
and unknown birds such that at least one in six unknown individuals would be misclassi-
fied as a known bird. This study highlights the impracticality of a supervised approach to
individual identification. Despite high classification accuracy for all three species, the model
is limited to birds learned during training. Given this constraint, and that all birds that the
model was trained on are already fitted with a PIT tag, it begs the question of when their
automated image classification model would be used instead of RFID.

Another study focusing on identifying individual giraffes also takes a supervised ap-
proach, however, it wraps an unsupervised approach within it [8]. Rather than training the
data on labelled data, Miele et al. created a re-identification pipeline [8]. Firstly, images
are cropped using CNN-based object detection. Scale-invariant feature transform (SIFT)
features are then detected and superimposed with a geometric transformation called ho-
mography to find the most relevant matches. The Euclidean distances between those rele-
vant pairs of keypoints were measured to give a final sift-based distance measure. Finally,
the sift-based distances were used to create a similarity network, that uses a property of
complex networks called explosive percolation to create clusters. Explosive percolation is
the threshold at which, when the distance between nodes is increased slightly, all nodes
are connected. By experimenting with different threshold values and evaluating the results
graphically, a threshold value was selected where each cluster theoretically represented an
individual giraffe. This concludes the unsupervised section of their process. The process
becomes supervised when a CNN is then trained using the images and their associated
cluster label, essentially treating the cluster label as the true identity. Similar to the previous
study by Ferreira et al., Miele et al. reported an impressive Top-1 accuracy of >90% and
a false-positive rate of <1% [9] [8]. Such a low false-positive rate is impressive because it
means that it was almost always correct when an individual was predicted. Nevertheless,
the model is still restricted to predicting known individuals and is unable to grow the label
set. Additionally, there is a significant trade-off between the true-positive rate of known
individuals and the true-negative in predicting unknown individuals. The optimal balance
between the two results in approximately 80% true positive rate in known individuals and
a true negative rate in unknown individuals.

Of course, the specific requirements of each individual intraspecies classification system
are different. The giraffe population of the Hwange National Park, Zimbabwe, is not grow-
ing as quickly as the kākā population of Zealandia. Retraining a model with new images
once per year is a more viable option in the case of giraffes and being able to constantly
update is not as important for a model to be practically useful for ecologists and conserva-
tionists in Hwange National Park. This is not the case for the kākā. While the supervised
section of the work presented by Miele et al. again illustrates its drawbacks in the circum-
stance of population flux, the unsupervised identification pipeline provides a model for the
kind of system that we aim to implement in this research.
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2.7 Dataset

The dataset used in this research was created from video footage of kākā at the kākā feeding
site in Zealandia Te Māra a Tāne, the Wellington wildlife sanctuary, as shown in 2.4. The
footage was collected during my summer research project, between November 1 and De-
cember 1, 2021. At the feeding site, a feeding station equipped with a GoPro camera with
motion detection recorded footage of the kākā as they were in the motion of feeding.

Figure 2.4: The kākā feeder during an active period of kākā feeding.

I would setup the feeding station in the morning or late morning approximately four
days of the week and record footage until the battery of the GoPro ran out. In a typical
day, this was between three and five hours each day, depending on the amount of kākā
activity and the feeder would monitored for the majority (approximately 90%) of that time.
If the kākā that visited the feeder were banded, the time and colour of the kākā’s band
combination were noted to be corroborated later with the timestamp of the footage recorded
by the GoPro and used to label some of the dataset. Labelled images were labelled according
to the kākā’s coloured band combination.

Care was taken to position the nozzle of the feeder and the ledges beneath the feeder
such that the kākā presented the profile of their beak to the camera. Additionally, a matte
white plastic cover was used so that only the tip of nozzle is visible in the background of the
footage.

Images were extracted from the video footage by selecting frames from the video footage
that contained fully visible kākā feeding with the full profile of their beak visible. This was
accomplished by a relatively naive approach where images were extracted when the pixel
intensity of a point at four fifths of the height of the image and half of the width of the image
is above a threshold of 50.

The video footage dataset contains 1462 video clips of varying duration. Some clips are
as short as a three seconds, some are as long as a minute, although the majority are between
five and fifteen seconds long. From those 1462 video clips, 6778 images with a resolution
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of 1920x1080 were extracted. After pre-processing, 803 images were removed, leaving 5975
images. Those images were cropped to the dimensions 540x768 to remove as much of the
background feeder cover without removing relevant part of the kākā.

Figure 2.5: Image of kākā extracted from the video
footage.

Figure 2.6: Image of kākā extracted from
the video footage after preprocessing.

Of those 5975 images, 795 are labeled one of seven labels: Lime-PurpleBlue, LimePurple-
Green, Orange-RedSilver, PurpleRed-Red, WhiteSilver-Pink, Yellow-Green-Purple and YellowPurple-
Yellow, according to their coloured band combination.
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Chapter 3

Methodology

3.1 Initial Method

The goal of this research is to develop a image matching pipeline that would be used to
inform a similarity network and cluster images by individuals. Work on this project will
therefore follow the image matching pipeline and iteratively improve each stage of the pro-
cess until sufficient results are produced as to continue to the next stage of the pipeline.

The process initially began with exploring feature extraction methods to discover image
features and gain an understanding of the capabilities and potential of a feature-based ap-
proach to image matching. However, after initial feature extraction and feature matching
it became clear that object localisation was an essential component of the image matching
pipeline.

3.2 Proposed Method

The main idea of the proposed method is to follow a image matching pipeline to obtain
a similarity measure for comparing images and constructing an online and unsupervised
image similarity network to discover clusters in.

We will use a feature-based image matching pipeline because it is more flexible and
robust than area-based image matching and and more established than deep-learning ap-
proaches to image matching, which are still being developed. Important stages in this pro-
cess are object localisation, feature extraction, feature matching and image matching.

3.2.1 Object Localisation

As discussed, object detection to localise the kākā in each image is essential for extracting
important features that are relevant to the kākā and will be accomplished by k-means image
segmentation. K-means image segmentation is a very simple segmentation method, how-
ever, it can be effective for object detection in images where the background is a consistent
colour and without noise, such as the images in the dataset used in this research.

3.2.2 Feature Extraction Method

For the feature-based image matching process, SIFT was the chosen feature extraction method.
SIFT is an established and well-known feature extraction algorithm that has proven its abil-
ity to achieve good results in image matching.

The key measure used to choose the feature extractor was accuracy, while speed and
efficiency were secondary concerns. With an online approach, features will only be extracted
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from an image once, when that image is added to the model. Therefore, so long as the speed
and efficiency of the extractor are not entirely prohibitive, accuracy is paramount.

In this respect, SIFT performs the best out of SIFT, SURF, and ORB across variations
in scale, rotation and affine variations [48]. This was supported by another study, which
compared a wide range of local feature extractors including SIFT, SURF, ORB, and other
extractors such as KAZE, AKAZE and BRISK to conclude that SIFT was the most accurate of
them all [34]. While SURF and ORB are both viable alternatives, they excel in efficiency and
speed [48]. As mentioned though, this is not the priority of the feature extraction method
used in this research.

Finally, SIFT being so well-supported by existing Python computer vision packages
makes it simple to implement and use. This will be further discussed in Section 3.3.1.

3.2.3 Feature Matching

For feature matching we will qualitatively compare the NN, MNN and NNDR matching
strategies, in combination with RANSAC mismatch removal. Indirect matching methods
were chosen because they have been more classically favoured than direct matching meth-
ods, and these three methods were chosen in specific because they are more robust than the
fixed threshold method.

3.2.4 Image Matching

For image matching all features in each image are compared with the features of all other
images in the dataset, except for images from the video clip that the image being compared
with all others was extracted from. Images extracted from the same video clip as the image
being matched with are not considered by the image matching function, although images
extracted from adjacent video clips are (i.e. video clips taken on the same day, before or
after).

Similarity Measure

The similarity measure is used to calculate the best matches for each image in the dataset,
and is calculated using the number of matches between feature descriptors from separate
images and the average distance between those descriptors.

The number of matches between feature descriptors is the most robust measure for the
quality of a match because matches must pass through preliminary matching methods and
rigorous mismatch removal. The average distance between descriptors is also a useful mea-
sure of match quality, but it is somewhat incidental to matches. Naturally, feature descrip-
tors that have a small distance between them are more likely to match, but one match with a
larger distance between its matching descriptor may drastically increase the overall average
distance between descriptors, particularly when there are not many feature matches.

Consequently, the similarity measure should give more weight to the number of matches
than average distance, however, it should still incorporate average distance to discriminate
between image matches which have the same number of feature matches. We define the
similarity S between two images as follows:

S(D) = |D|+ 1
1 + ∑D

n=1
dn
|D|

Where D is the set of distances between matches, dn is the n-th distance in the set D, and |D|
is the number of total matches.
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By formulating similarity like this, an image match which has more features matches
than another image match will always be ranked higher. Furthermore, image matches that
have a low average distance between feature matches will rank higher than other image
matches with the same total number of feature matches. The minimum value of the match
term on the left of the addition is four, because RANSAC require a minimum of four sample
matches to project transformations with. The maximum value of the average distance term
on the right of the addition is one. This would be achieved by matching an image with itself,
because the distance between all descriptors would be zero.

3.3 Experiment Implementation

The proposed method has been implemented using OpenCV, an open source computer vi-
sion and machine learning software library.

The code used in this research uses OpenCV version 4.3.0, specifically, because this ver-
sion allows the use of SIFT by default. From OpenCV 3 onwards, SIFT was excluded from
OpenCV from their default library and included in their non-free algorithms set because
the SIFT detector is patented by the University of British Columbia. This patent expired in
March 2020, so OpenCV included SIFT in their default library in the next version of OpenCV,
4.3.0.

3.3.1 Algorithm Implementations

OpenCV provides implementations of SIFT feature detection and description as well as im-
plementations of common feature matching and mismatch removal algorithms.

With OpenCV, SIFT feature detection and description is incredibly simple and can be
executed with one line of code.

As mentioned, OpenCV also provides implementations of common feature matching al-
gorithms. For this task, OpenCV has both a brute force (BF) matcher and a fast library for ap-
proximate nearest neighbours (FLANN) matcher. Both of these are implementations of the
NN feature matching algorithm. The BF matcher will exhaustively match every descriptor
from two images, finding the best possible match for each descriptor, whereas the FLANN
matcher will find the approximate nearest neighbours. This is much more efficient but the
matches are not necessarily optimal. For finding feature matches within small datasets, the
accuracy of the BF matcher negates the slower processing time, but for much larger datasets,
the efficiency of the FLANN matcher would be worth considering if the cost of potentially
reducing accuracy was worth increasing the efficiency. For the parameters of this research,
the BF matcher is preferred because it is more accurate. Additionally, efficiency is not as
important because an online similarity network using the image matching pipeline would
only calculate the feature matches once.

OpenCV also provides for implementing MNN and NNDR matching strategies.
MNN can be implemented by setting the second parameter of the BF matcher object,

crossCheck, to true. This parameter is a boolean variable which determines whether descrip-
tors must be mutual best matches to be considered a match. This enforces a one-to-one
correspondence among matches as per the MNN matching strategy.

NNDR can be implemented by using the knnMatch method to find matches between de-
scriptors rather than the default match method. The knnMatch function takes in a parameter
k and returns the k best matches, in order. By running knnMatch with k = 2, we can find the
top two matches for each descriptor and perform the ratio test on the distances between the
top two descriptor matches, discarding matches that are not sufficiently different.
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3.4 Evaluation

To evaluate the performance of the image matching function we calculate the best image
match for each image from the labelled subset of the dataset and then check that the best
match for each image shares the same label. This produces an accuracy score which gives
an approximation of how well the image matching function performs.

3.4.1 Labelled Subset

The data used to test the overall functionality and accuracy of the image matching pipeline
is the labelled subset of the overall dataset. These labels were collected during the data
collection stage as outlined in Section 2.7.

Table 3.1: Labelled Subset of the Data Used for Evaluation
Label Images

Lime-PurpleBlue 139

LimePurple-Green 102

Orange-RedSilver 202

PurpleRed-Red 57

WhiteSilver-Pink 139

Yellow-GreenPurple 9

YellowPurple-Yellow 147

Total: 795

The split of labels in the labelled subset of the data is shown in Table 3.1. The wide
variance in the number of images for each label gives a way to evaluate the specificity of
the image matching method. If the image matching function is able to match images from a
label set containing only 9 images, this indicates that the image matching pipeline would be
capable of detecting new individuals with very few images. For most of the labels though,
there are between 100 and 200 images for each label because this would be in the range of
the expected number of images for any given individual in the dataset, depending on how
frequently the kākā visited the feeder during data collection.

In supervised learning, a test set in machine learning would be a set of instances unseen
by the model. However, in unsupervised learning it is more difficult to evaluate predictions
because there are sometimes no ground truth labels. However, datasets used in unsuper-
vised learning are not necessarily unlabelled, they are just not used as part of the learning
process. We can still use labelled data to evaluate the performance of the unsupervised
learning method. In this way, we use the labelled subset of our dataset to measure how
effective the image matching pipeline is at producing accurate image matches.

Note that the images in the evaluation set were labelled as the data was collected, but
not all instances of kākā that had a band combination feeding were observed, so there may
be images in the dataset that are unlabelled but contain the same kākā as images that are
labelled. If one of these images is matched with by a labelled image containing the same
kākā, the match will be falsely classified as an incorrect match (but correctly classified as
sharing the same label). Therefore, the accuracy measure is likely an underestimate of the
accuracy of the image matching function.
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Chapter 4

Image Matching Pipeline

4.1 Object Localisation

Based on initial testing, we concluded that object localisation was necessary to produce more
relevant features during feature extraction. The main problem observed in the initial fea-
ture extraction results was that the nozzle of the feeder generates a high number of feature
matches between images. These features are heavily favoured by feature matching strate-
gies because the reflective metal of the nozzle produces high contrast among pixel values.
Furthermore, the nozzle is always in-focus and highly detailed in images from the dataset
because the nozzle is stationary across video frames.

Because the nozzle is present in all images in the dataset, these features could theoreti-
cally be ignored because they do not give an advantage to any one image in the matching
process. However, the nozzle is visible to varying degrees in each image, depending on if
it is obscured by the kākā’s head or not. Consequently, images which have the same view
of the nozzle will be disproportionately matched together despite differences in the kākā
contained in the image.

Additionally, the goal of this research is match images based upon similarities between
the kākā in the images. With a feature-based matching approach this means that features
should be located on the beak of the kākā because the beak is where the most visually dis-
tinct features of each kākā are located. Of course, there are differences between the birds
in their plumage, arrangement of feathers and geometry of their beak. However, these fea-
tures (aside from geometry) are susceptible to change over time whereas markings on kākā’s
beaks are high-quality and unique features throughout the kākā’s lifespan. Particularly as
this image matching pipeline is intended to be used for constructing an online similarity
network, its important that features are of a high quality because learning low-quality and
temporary features might cause the model to require retraining.

Based on feedback on preliminary research, we first investigated image background re-
moval techniques that might remove the nozzle from the images. This technique uses mo-
tion detection to detect the difference between the background and the foreground in a clip
of video footage. This would directly produce a mask for the foreground containing the
kākā, that could be used to exclude keypoints that were not located on the kākā. However,
this would represent a large divergence from the research done thus far. Images had al-
ready been extracted from the video footage and returning to the video footage format of
data would introduce the difficulty of finding the frames of images in the dataset from the
original video footage and extracting the corresponding foreground mask for each image in
the dataset.

Applying object detection to video footage also seemed an excessive use of resources
and time given that the background is most unchanged between images. The only minor
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difference is that the exact location of the nozzle in the frame slightly differs between images.
These differences could be due to the kākā interfering with the camera during the collection
of footage or simply variance in the angle and position of the camera as it was manually
setup for footage each day.

The initially approach taken was a naive and simplified method. Rather than using
motion detection to find a mask for the foreground, we can extract a mask of the foreground
by superimposing a mask of the background with the foreground mask of any target image
to remove the nozzle.

We therefore took a more simplified approach to object detection, using k-means image
segmentation to segment the background from the foreground. This process step alone will
not remove the nozzle. Image segmentation is not always generally applicable to object
detection tasks, but the background of the images in the dataset is a consistent and uniform
colour with relatively little noise, so image segmentation is therefore a viable solution.

We perform k-means image segmentation with k = 2, with the before and after results
shown in Figure 4.1 and Figure 4.2 respectively.

Figure 4.1: Image of kākā before k-means
image segmentation.

Figure 4.2: Image of kākā segmented with n
clusters = 2.

As we can see, segmenting the background from the nozzle is a simple process process,
and visually this makes sense. If we squint our eyes at the image of the kākā shown in
Figure 4.1 we can extract a similar segmentation ourselves. However, it is more complicated
to segment the nozzle from the kākā. If we cluster the image into three clusters like, meaning
k-means segmentation with k = 3, we can see in Figure 4.3 that increasing the value of k is
ineffective.
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Figure 4.3: Image of kākā segmented with n clusters = 3.

Rather than segmenting the image into three continuous regions or objects like we might
wish, it simply identifies regions where the colour intensity is between the darker pixel
intensity of the kākā and parts of the nozzle, and the light pixel intensity of the background.
Of course, this a good example of the limitations of k-means image segmentation in object
detection tasks because it works by segmenting based on raw pixel values.

We proceed by applying some of the principles of image background subtraction using
the masks produced by k-means image segmentation. If we calculate a mask of the back-
ground without the kākā present we can subtract the background mask from a mask of the
foreground containing the kākā, such that shown in Figure 4.2.

For initial tests, we used a sample background image, shown in Figure 4.4, taken from
the last frames of the first clip of footage in the dataset to reduce complexity. However, using
a sample image does introduce problems when the positioning of the nozzle slightly differs
between the sample and true background for an image which we will discuss solutions
to. This step could be improved upon by extracting a background image from each clip of
video footage and constructing a secondary dataset with the background specific to each
video clip.

Using this sample image, we create a mask separating the nozzle from the rest of the
background with k-means image segmentation using k = 2, shown in Figure 4.5.

Figure 4.4: Sample background image Figure 4.5: Mask of the sample background
image

24



It’s important to note that this implementation of k-means image segmentation uses ran-
dom centroid initialisation. So, depending on where the centroids are randomly initialised,
the binary number value assigned to the background varies. For the mathematics of creat-
ing the object localisation mask it is important that values assigned to specific regions are
consistent. To normalise the background and foreground masks across different runs of k-
means segmentation, we assign the value 1 to regions of the mask that represent desirable
matches and the value 0 to undesirable matches. For the background mask, the nozzle re-
gion is therefore composed of 0s while the rest of the mask contains 1s. For the foreground
mask containing the kākā and the nozzle, pixels in the kākā and nozzle regions are assigned
the value 1. To create the kākā localisation mask to filter keypoints we then superimpose
the background and the foreground mask and only consider keypoints where the the sum
value of the background and target mask at that keypoint is 2.

As shown in Figure 4.6, this method works well when the image has the exact same back-
ground as the background mask. The white regions of 4.6 indicate where the value of the
kākā localisation mask is 2, the grey regions indicate a value of 1, and black regions indicate
a value of 0. As mentioned, however, there is slight variance between images in the location
of the nozzle as well as the lighting of the background. Consequently, superimposing the
background only results in a clean removal of the nozzle for images with the exact same
positioning of the nozzle. For other images, the nozzle is still partially visible because the
nozzles do not directly overlay one another.

Regardless, however, there is still noise present because k-means segmentation is not
deterministic. This means that even though the background mask and the foreground mask
used to calculate the localisation mask shown in Figure 4.6 are from the same piece of video
footage, the segmentation around the nozzle is minutely different. We can see this in Figure
4.6 where the white pixels scattered around the black outline of the nozzle represent pixels
that have ”slipped” through mask superimposition and may allow keypoints that are not
on the kākā to be used for comparison.

Figure 4.6: Example mask after superimposing the background mask with the foreground
mask.

To solve this, we use a 9x9 convolution filter to blur the mask. This removes any parts of
the nozzle that may register as still visible after being filtered through the background and
target image mask.
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Figure 4.7: Example mask after superimposing the background mask with the foreground
mask and blurring.

As mentioned, however, there are still instances like those shown in Figure 4.8 where the
nozzle is still partially visible in the localisation mask after blurring.

Figure 4.8: Example of a partially visible nozzle mask even after mask blurring.

To solve this issue, we can exploit a simple property of the localisation mask, which
describes the fundamental difference between the nozzle and the kākā: the number of pixels
within each object. From the initial target mask that is created by k-means segmentation we
can remove ”blobs” or clusters of pixels of the same value that contain fewer than some
threshold such that the nozzle is removed but the kākā remains. Now, rather than relying
on the nozzles sufficiently overlapping between the background and foreground mask, we
can consistently remove the nozzle from the foreground mask, given that the nozzle ”blob”
and kākā ”blob” are separate from one another. The result of this is shown in Figure 4.9.
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Figure 4.9: Foreground mask with the nozzle removed.

Still, however, this method is not without flaws. As shown in Figure 4.16, when the
kākā’s beak and the nozzle overlap one another, the nozzle is not removed. This is because
they form one continuous ”blob” so there is no smaller ”blob” to remove via thresholding.

Figure 4.10: Example clustering where the kākā and nozzle are part of the same ”blob”.

For masks such as that shown in Figure 4.9 we can follow the original process of creating
a localisation mask by superimposing the background mask and the foreground mask. The
results of this are shown in Figure 4.11. The nozzle is successfully removed, but we can
see that the features at the tips of the upper and lower mandible of the kākā beak would
be passed over after being filtered through the localisation mask because the beak overlaps
with the nozzle. When it is just the tips of the beak that are cut short, we consider this
acceptable because there are relatively few features detected in that region of the beak. Most
of the important keypoints are detected further up the beak.
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Figure 4.11: Mask of an example image after the nozzle has been removed by superimposing
a background mask.

However, some of the kākā’s feeding behaviour led to their beak obscuring most of the
nozzle, as shown in Figure 4.12.

Figure 4.12: Example of an image where the kākā is obscuring the nozzle.

The mask for the image shown in Figure 4.12 would be as pictured in Figure 4.13 when
following the object localisation process defined thus far.
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Figure 4.13: Mask of an example image where the kākā is obscuring the nozzle.

In this situation, the localisation mask would ideally filter only the non-obscured sections
of the nozzle. Yet, this mask would not remove all of the features along the beak and the
features that remain after being filtered with the localisation mask in Figure 4.13 would
still be useful for feature matching and image matching. Albeit, the effectiveness of feature
match would increase if the missing relevant features could be recovered. Most importantly
though, it would remove the features that would be detected around the tip of nozzle and
entirely change feature matching outcomes.

Overall, the mask shown in Figure 4.13 illustrates one of the largest flaws with our ap-
proach to localising the kākā as well as with data collection in the ”real world”.

During data collection we anticipated removing the nozzle to be a large problem, so we
identified this feeding behaviour as being problematic. To try to discourage feeding in this
way we positioned the ledges beneath the feeder in such a way that it would be considerably
more difficult for the average kākā to comfortably reach up enough to be able to cover the
nozzle. Nevertheless, the larger kākā were still able to feed and obscure the nozzle. We
were partially constrained in our attempts to discourage this feeding behaviour because the
ledges could not be positioned so far below the feeder that the smaller kākā were unable to
use the feeder.

As a result, these issues for our object localisation process are expected, to a degree.
We consider them acceptable given that the large majority of the dataset for which object
localisation vastly improves the feature set for feature matching.

4.2 Feature Extraction

Feature extraction is composed of feature detection and feature description. These steps
build upon the work in Section 4.1 to extract features from the region specified by kākā
localisation.

4.2.1 Feature Detection

With object localisation, we can create a localisation mask to filter features from the feature
set. Feature detection is therefore as straight forward as applying SIFT feature detection and
filtering keypoints according to the kākā localisation mask. We can see an example of feature
detection without object localisation in Figure 4.14 and Figure 4.15. Figure 4.14 shows the

29



keypoint features detected with SIFT and Figure 4.15 shows the keypoint features with size
corresponding to the scale at which the feature was detected. The majority of the features
are detected on the edge of the bird, at points of interest on the beak and on the nozzle.
Figure 4.15 illustrates that features along the edges of the kākā and nozzle were detected
in a small scale space while features within the nozzle, kākā, and in the background, are
detected at larger scale spaces.

Figure 4.14: SIFT features detected without
object localisation.

Figure 4.15: SIFT features detected without
object localisation with size corresponding
to detection scale.

When these features are filtered with the kākā localisation mask produced by work in
Section 4.1, the remaining features are shown in Figure 4.16 and Figure 4.17. Figure 4.16
shows the keypoint features detected with SIFT and filtered by object localisation and Figure
4.17 shows the keypoint features with size corresponding to the scale at which the feature
was detected, also filtered by a object localisation mask. These images show significantly
fewer features and all the keypoint features are located on the kākā. No features on the
nozzle pass through the localisation mask and there are fewer features detected along the
edge of the kākā. The features removed along the edge of the kākā are low quality and are
not always reliably discriminatory between individual kākā. As shown in Figure 4.17, most
of the features detected at very small or very large scale spaces have also been removed,
with the exception of one feature in the centre of the beak and several features along the
back of the kākā’s head.

Figure 4.16: SIFT features detected and fil-
tered by object localisation.

Figure 4.17: SIFT features detected and fil-
tered by object localisation with size corre-
sponding to detection scale.
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4.2.2 Feature Description

Descriptors for each feature are calculated in the same stage as feature detection so no ad-
ditional computation or calculations are required to find the descriptors for each feature.
Feature descriptors are calculated using the SIFT feature description method, outlined in
Section 2.3.1.

4.3 Feature Matching

Feature matching takes the features extracted in Section 4.2 and finds features that match
between different images. This is the process which ultimately determines which images
are matches matched with one another.

There are a variety of feature matching methods available in a feature-based image
matching approach. This section will apply the indirect matching methods outlined in Sec-
tion 3.2.3 and qualitatively compare their results. Those matching methods are NN, NNDR
and MNN. Each matching method produces a preliminary match set which is further im-
proved by RANSAC mismatch removal.

In Figures 4.18, 4.19 and 4.20 we compare the preliminary match set produced by NN,
NNDR and MNN without applying RANSAC mismatch removal with a true image pairing
(where the two images contain the same kākā). Both nearest neighbour and nearest neigh-
bour distance ratio identify 39 potential feature match candidates whereas mutual nearest
neighbour identifies only 18 potential feature matches. This reflects the fact that MNN is a
more selective matching strategy than the other two methods. It is perhaps surprising that
NNDR identifies the same number of matches as NN because NNDR is more rigorous in
selecting matches. Indeed, the matches identified by NN and NNDR are exactly the same
matches. In a true image pairing such as this we would expect a high number of good fea-
ture matches, so the matches identified by NN must be of high enough quality that they also
pass NNDR.

Figure 4.18: NN preliminary match set with example image pairing.
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Figure 4.19: NNDR preliminary match set with example image pairing.

Figure 4.20: MNN preliminary match set with example image pairing.

In Figures 4.21, 4.22, and 4.23 we can see the impact of the RANSAC mismatch removal
on the feature match set. Once again, the feature match set with NN and NNDR are the ex-
act same, containing seven feature matches between the two images. MNN and RANSAC
combine to reduce the number of feature matches to six. Visually, the feature matches iden-
tified by MNN are much more convincing. Features matched are also located principally
on the beak of the kākā where as the weaker matches produced by NN and NNDR using
features along the outline of the kākā.

The main reason for the disparity in performance of MNN in comparison to NN and
NNDR is that MNN enforces one to one correspondence between feature matches. This
prevents feature matches like those shown in Figures 4.21 and 4.22, where seven features in
the image on the left are matched to only four features on the right. Not requiring one-to-one
correspondence between features in matches can help find more potentially true matches,
because it is not exclusive. However, if we would expect two images to match then features
should match in a one-to-one nature.

It is also interesting to note that after RANSAC, NN and NNDR feature sets have only
one more feature match than MNN. So, the larger preliminary feature match set of NN and
NNDR are really just identifying more matches that will be removed after RANSAC.
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Figure 4.21: NN preliminary match set with example image pairing.

Figure 4.22: NNDR preliminary match set with example image pairing.

Figure 4.23: MNN preliminary match set with example image pairing.

From this stage, we conclude that MNN is the most effective feature matching technique
for identifying individual kākā because it demands one-to-one correspondence between fea-
tures to match. This is a property which is much more likely to be met by images of the same
individual kākā because features between those images are a true match. That is, the fea-
tures represent the same relevant and identifying point on the kākā.
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4.4 Image Matching

From feature matches between images, we can calculate the best overall match for an im-
age. The best indicator for the quality of an image match is the number of feature matches
between the two images, but the average distance between the descriptors of those features
matches is also a useful metric.

Figure 4.24 shows the best matches according to which images have the highest number
of feature matches while Figure 4.25 shows the best match according to the average distance
between matching feature descriptors. Already, in the fact that there are eight different
images identified as the best match according to the number of features, we can see the need
for further distinction between matches. Additionally, Figure 4.25 illustrates that average
distance cannot be used in isolation. By more closely examining the matches in Figure 4.24,
we observe that all matches except for (c), (g), and (h) identify a correct match. (g) and (h)
have the highest average distance between feature descriptors out of all matches and only
(a) and (e) have a higher average distance than (c). This is probably because the kākā in (c)
is positioned more similarly than (a) or (e).

Figure 4.24: Best matches according the number of descriptor matches between images.

(a) (b)

(c) (d)

(e) (f)

(g) (h)
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Figure 4.25: Best match according to average distance between descriptor matches.

Although it is not a perfect metric, using average distance as an additional discriminator
between matches allows us to order images with the same number of feature matches. This
relative weighting of matches and average distance informs our similarity measure S, as
outlined in Section 3.2.4 and calculated by the set of distances between descriptor matches
D:

S(D) = |D|+ 1
1 + ∑D

n=1
dn
|D|

The overall best image match out of those in Figure 4.24, according to the similarity measure
S, is (a), shown again in Figure 4.26. The similarity measure is denoted in the top right of
Figure 4.24.

Figure 4.26: Best match according to the similarity measure S.
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Chapter 5

Results

The final image matching function uses a localisation mask with SIFT feature extraction to
detect features within each image, before using mutual nearest neighbour matching and
RANSAC to match features with potential image matches. The similarity score outlined in
Section 3.2.4 is used to rank images by similarity in order to find each images best match.

The results gathered from evaluating the top X best matches of the image matching
function with the labelled set, for X values of 1, 2, and 3, are shown in Table 5.1, Table 5.2
and Table 5.3 respectively.

Each label, corresponding to a kākā band combination is displayed on the left. An image
is considered to be classified correctly if at least one of the top X best matches for that image
shares the same label. A match is categorised as incorrect if none of the top X best matches
for that image share the same label. The total column refers to the total number of images
in that label set and the accuracy indicates the percentage of images in the label set where at
least one of the top X matches is correct. The overall totals for each column are displayed in
the bottom row.

Table 5.1: Best Match Image Function Evaluation Results
Label Correct Incorrect Total Accuracy

Lime-PurpleBlue 96 43 139 0.6906

LimePurple-Green 65 37 102 0.6373

Orange-RedSilver 191 11 202 0.9455

PurpleRed-Red 49 8 57 0.8596

WhiteSilver-Pink 86 53 139 0.6187

Yellow-GreenPurple 8 1 9 0.8889

YellowPurple-Yellow 128 19 147 0.8707

623 172 795 0.7836
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Table 5.2: Top Two Matches Image Function Evaluation Results
Label Correct Incorrect Total Accuracy

Lime-PurpleBlue 113 36 139 0.8130

LimePurple-Green 79 23 102 0.7745

Orange-RedSilver 198 4 202 0.9802

PurpleRed-Red 52 5 57 0.9123

WhiteSilver-Pink 105 34 139 0.7554

Yellow-GreenPurple 9 0 9 1.000000

YellowPurple-Yellow 136 11 147 0.9252

692 102 795 0.8704

Table 5.3: Top Three Matches Image Function Evaluation Results
Label Correct Incorrect Total Accuracy

Lime-PurpleBlue 118 31 139 0.8490

LimePurple-Green 81 21 102 0.7941

Nothing-Blue 148 41 189 0.7831

Orange-RedSilver 200 2 202 0.9901

PurpleRed-Red 54 3 57 0.9474

WhiteSilver-Pink 110 29 139 0.7914

Yellow-GreenPurple 9 0 9 1.000000

YellowPurple-Yellow 138 9 147 0.9388

710 85 795 0.8931

5.1 Quantitative Analysis

In Table 5.1, we can see that the best match for each image in the labelled subset was an
accurate match in 78.36% of cases. In Table 5.2 and 5.3, results indicate that this accuracy
rate increased to 87.04% and then 89.31% when we consider the best two and three matches,
respectively.

The evaluation accuracy in Table 5.3 is a good overall indicator of the effectiveness of the
image matching method, because the differences between the similarity scores for the top
matches can be so close. As shown in Section 4.4, average distance between feature match
descriptors is not a perfect method for choosing between matches with the same number
of feature matches.If an accurate match was not found in the top three matches for a given
image then we would be doubtful that the similarity score could be reliably used to inform
a similarity network aiming to cluster individual kākā. With an accuracy of 89.31% when
considering the top three matches, we can assume that image matching would be very useful
for informing a similarity network to identify individual kākā. It is even more encouraging
that accuracy increases so much between X = 1 and X = 2, because it means that 40.11%
of images that were not accurately matched by their best match, were correctly matched by
the next closest match.
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Of particular note in the accuracy scores among the labelled images, the kākā with the
Orange-RedSilver band combination achieved an accuracy of 94.55% accuracy for its best
match. When the top two matches are considered, that accuracy increases to 98.02%, and
when the top three matches are considered, the accuracy increases further still to 95.54%.
Such high accuracy is potentially due to the higher total number of images with that label,
because it means there are more possible correct matches.

Nevertheless, the image matching function achieves an accuracy greater than 90% when
we consider three matches, for four separate labels have varying numbers of total images.
Those labels are Yellow-GreenPurple, YellowPurple-Yellow, PurpleRed-Purple, and Orange-
RedSilver in ascending order of most images with that label.

The Yellow-GreenPurple label has only nine images yet accurate matches are found for
all those images when we consider even just the best two matches. Indeed, it might seem
strange to include a label in the evaluation set when it has so few images, but this gives
a good indicator of the sensitivity of the image matching function. That all images in the
Yellow-GreenPurple label found an accurate match suggests that the image matching pro-
cess is very sensitive to small differences between the kākā.

The lowest accuracy score among the eight labels is for the WhiteSilver-Pink label, with
an accuracy of 61.87% for images with that label. However, among all labels, the total num-
ber of correct matches increases by the most as the number of matches considered increases
from one to three. When the top two matches are considered, an additional 19 images are
classified correctly and the accuracy increases to 75.54%. When the top three matches are
considered another 5 images find an accurate match and the overall accuracy on the label in-
creases to 79.14%. Lime-PurpleBlue and LimePurple-Green labels see quantitatively similar
increases in accuracy of approximately 16%.

5.2 Qualitative Analysis

To understand why the image matching process might fail to find an accurate match for an
image, let us explore the nine image with the YellowPurple-Yellow label that image match-
ing did not find an accurate match for. These images are shown in Figure 5.1. For images
(a), (b) and (c) we can see that the quality of the image is quite low. The beak is not fully
visible in any of them and the kākā is not in profile. On the contrary, the back of the head
is the most prominent part of the kākā. These images would likely have been close to being
removed during preprocessing. Nevertheless, it’s important to see how the image matching
process handles bad data.

For (h), the beak of the nozzle is obscuring the nozzle. This means that in the object
detection phase of feature extraction, as discussed in Section 5, features in the part of the
beak obscuring the nozzle will be filtered out. Therefore, the lack of accurate matches may
be due to a lack of quality features with which to provide meaningful information about the
image for matching. After all, the most distinguishing feature for each of the kākā is their
beak.

For images (d), (e), (f), (g) and (i), the images are not so obviously of poor quality. The
positioning of the birds is acceptable because the beak is fully visible. However, the kākā
are in the upward motion of feeding, leading to a blurred effect of the details in the beaks.
Additionally, the beak is the only visible part of the kākā. Therefore, the issue may be that
there are not enough important features extracted.
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Figure 5.1: Images with the YellowPurple-Yellow label without an accurate match.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Further analysis of the false matches for the YellowPurple-Yellow band combination
show that while the matches were false, visual similarities between images are apparent.
As shown in Figures 5.2 and 5.3, the two kākā on the right share similar markings, coloura-
tion and geometry of the beak with (f) on the left. Certainly, both matches are false; the kākā
matched with in Figure 5.2 and 5.3 lack the white ring around the eye present in (f) that
indicate that the kākā is a juvenile (young kākā), as well as the lighter marking just above
the mouth on the upper mandible of (f).

Figure 5.2: Best image match for (g) in Figure 5.1.
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Figure 5.3: Third best image match for (g) in Figure 5.1.

Yet, these are not egregiously incorrect matches and that these are the predicted best
matches should perhaps be interpreted positively. We would expect there to be a spec-
trum of similarity between all images, with the images that contain kākā with no similarity
amongst them being the most dissimilar from one another. Kākā that have similar markings
on the beak and only differ in minor aspects such as the exact intricacies of the markings
and the ring of white around the eye should score higher on the similarity measure, which
is what we see here. In terms of incorrect matches, these are more understandably incorrect
and reinforce the challenge of the task of differentiating between images of highly similar
individuals.

When we contrast images of the YellowPurple-Yellow label that were falsely matched
with images that were correctly matched, the contrast in quality of the images is evident. A
sampling of the correctly classified images is shown in Figure 5.4.

Figure 5.4: Sample of images accurately matched with the YellowPurple-Yellow label.

(i) (j) (k)

In all three of the images pictured in 5.4 the beak is fully visible in profile to the camera.
Even though (j) has the beak slightly obscuring the nozzle of the feeder, the majority of the
interesting features on the beak are still visible, and a good view of the region around the
eye and top the beak would still be clearly visible after feature detection. (i) represents an
ideal input image because the kākā is in the feeding motion, presenting its beak in profile
to the camera, and the nozzle would be easily removed during object detection and mask
filtering. The image in (k) is also a model input image, even though the nozzle and the kākā
overlap, meaning they would not have been separated during image segmentation. The
kākā localisation mask for this image might look like Figure 4.11, and illustrates the point
that the tips of the beak are not important for feature matching.

There are also instances where matches are incorrectly classified as a false match, as
hypothesised in Section 3.4.1. An example of this is shown in Figure 5.5, where we see the
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best match identified for an image with the LimePurple-Green label that the image function
did not find an accurate match for in the top three best matches. Visually, we can clearly see
that the two kākā shown are the same individual bird. The geometry of the lower mandible
of the beak, the markings on the beak, and the colouration of the feathers around the nostrils,
behind the eye and along the back of the head all match. This would indicate that these two
kākā are the same individual.

Figure 5.5: Example of a match classified as false that contains the same individual kākā.

5.3 Summary

Understanding the margin of error in the accuracy measure and investigating the reasons
behind images being falsely matched is important so that we can more accurately evaluate
the image matching process. When we account for the nature of the incorrect matches dis-
cussed in this section, we understand that a number of the false matches can be reasonably
explained by poor quality of input data or obvious visual similarity between kākā. We ex-
pect poor quality images to be difficult to match correctly with and likewise we expect there
to a high level of visual similarity between kākā. Indeed, it is a reminder of the challenge of
differentiating between individuals of the same species and the reason why this research is
useful.

Furthermore, the issues with images that could not find accurate matches are closely
connected. The performance of the image matching pipeline is dependent upon the input
data, as it requires data of high enough quality that interesting and relevant features can be
extracted, and high enough quantity that matches can be found for images that are not ideal
image inputs. Certainly, the input image data is one aspect of this process which could be
improved upon and affect the performance of image matching positively.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

This project presented a feature-based image matching pipeline using SIFT feature extrac-
tion, MNN feature matching and RANSAC that could ultimately be used to create a similar-
ity network for clustering images and identifying individual kākā. This approach is online
and unsupervised where previous work to identify individuals of the same species have
used supervised image classification techniques that utilise CNN and other deep learning-
based methods as well as vast quantities of labelled data.

The image matching pipeline was evaluated by calculating the best match for each image
from the labelled subset of the data and checking that the best match for each image shares
the same label. The number of best matches where each image in the match were of the same
label was then used to calculate an overall accuracy score. We also analysed how accuracy
was affected by considering the top two best matches and the top three matches to give a
more accurate evaluation of how well the image matching pipeline performed.

For images that were inaccurately matched, we observed poor image quality while other
false matches were found to be with visually similar images where it would be reasonable
to expect that they scored very closely in similarity with the correct matches. Additionally,
there were some matches that were false classified as inaccurate due to not all images of the
individual of each respective label being labelled. This means that the accuracy of 89.31%
achieved when considering the top three matches is likely an underestimation of the accu-
racy of the image matching process. From these results, we can conclude that the image
matching pipeline achieves a level of accuracy sufficient to effectively construct a similarity
network for clustering images and identifying individual kākā.

Given the challenge of identifying individuals of the same species, this represents con-
siderable progress towards a feature-based similarity network alternative to existing deep-
learning based methods.

6.2 Future Work

Given that the image matching pipeline was developed to be part of a larger system, leaving
work to be done, there are many avenues for future work which could be explored using
this research as a starting point.

• As concluded in the results from this research, the image matching function is at a
stage where it could be used in a preliminary testing capacity with a similarity net-
work to cluster images and identify individual kākā. This could also involve network
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analysis and experimentation with explosive percolation thresholds as discussed in
Section 2.8.

• Future work on this pipeline could benefit from improved quality and quantity of
data which could be a part of a future summer research project like the one which
began this project. Part of the work for this project conducted last summer was to
do with iteratively improving the feeder for better data collection (i.e. positioning of
the ledges beneath the feeder, adding the matte white feeder background. With this
dataset collection method in place, a camera with higher resolution could be used to
collect data that would be ready for immediate use in the This could improve the
performance of the existing pipeline and help with any future research endeavours
that might build upon this work.

• The image extraction process used in this research could be vastly improved upon.
For instance, if image extraction were optimised so that images were extracted before
it began drinking from the nozzle but when the kākā’s beak is in full profile this could
avoid situations like those illustrated in Figure 4.19 where features are lost because su-
perimposing the background mask filters features where the nozzle and beak overlap.
Additionally, improving the image extraction method might yield more images from
the existing video footage to increase the quantity of data.

• Deep-learning based approaches to feature detection and description are a growing
area of research in image matching. This could also be explored in a comparative
study, comparing the results from a deep learning based image matching process with
this SIFT-based image matching pipeline.

• In a similar vein, other feature extraction methods such as SURF, ORB, BRISK and
AKAZE could be explored. Expanding this research in that direction would be a rel-
atively simple to implement but offer an interesting comparison of feature extraction
methods in a real-world context. According to the studies cited in justification of us-
ing SIFT as the feature extraction method, BRISK performs the second best in accuracy
while also being in the top two for efficiency out of SIFT, SURF, ORB, AKAZE and
KAZE.

• Object detection could be extended to auto-crop images to the beak of kākā rather than
simply localising the entire kākā. The majority of the keypoints detected by SIFT were
located on the kākā’s beak as this is their most distinctive region, so this could improve
the results of feature extraction, matching and the overall pipeline.

• The most obvious future direction for this research would be to apply the same image
matching pipeline to other species of birds or animals.
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[17] B. Zitová and J. Flusser, “Image registration methods: a survey,” Image and Vision Com-
puting, vol. 21, pp. 977–1000, 10 2003.

[18] G. Kumar and P. K. Bhatia, “A detailed review of feature extraction in image processing
systems,” International Conference on Advanced Computing and Communication Technolo-
gies, ACCT, pp. 5–12, 2014.

[19] A. Toshev, B. Taskar, and K. Daniilidis, “Object detection via boundary structure seg-
mentation,” Proceedings of the IEEE Computer Society Conference on Computer Vision and
Pattern Recognition, pp. 950–957, 2010.

[20] S. S. Varshney, N. Rajpal, and R. Purwar, “Comparative study of image segmentation
techniques and object matching using segmentation,” Proceedings of International Con-
ference on Methods and Models in Computer Science, ICM2CS09, 2009.

[21] S. Minaee, Y. Boykov, F. Porikli, A. Plaza, N. Kehtarnavaz, and D. Terzopoulos, “Image
segmentation using deep learning: A survey,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 44, pp. 3523–3542, 7 2022.

[22] N. Dhanachandra, K. Manglem, and Y. J. Chanu, “Image segmentation using k -means
clustering algorithm and subtractive clustering algorithm,” Procedia Computer Science,
vol. 54, pp. 764–771, 1 2015.

[23] A. Likas, N. Vlassis, and J. J. Verbeek, “The global k-means clustering algorithm,” Pat-
tern Recognition, vol. 36, pp. 451–461, 2 2003.

[24]

[25] N. Nidheesh, K. A. A. Nazeer, and P. M. Ameer, “An enhanced deterministic k-means
clustering algorithm for cancer subtype prediction from gene expression data,” Com-
puters in Biology and Medicine, vol. 91, pp. 213–221, 12 2017.

[26] H. He, Y. He, F. Wang, and W. Zhu, “Improved k-means algorithm for clustering non-
spherical data,” Expert Systems, vol. 39, p. e13062, 11 2022.

[27] F. Takarli, A. Aghagolzadeh, and H. Seyedarabi, “Combination of high-level features
with low-level features for detection of pedestrian,” Signal, Image and Video Processing,
vol. 10, pp. 93–101, 1 2016.

[28] H. Bay, A. Ess, T. Tuytelaars, and L. V. Gool, “Speeded-up robust features (surf),” Com-
puter Vision and Image Understanding, vol. 110, pp. 346–359, 6 2008.

[29] T. Ojala, M. Pietikäinen, and D. Harwood, “A comparative study of texture measures
with classification based on featured distributions,” Pattern Recognition, vol. 29, pp. 51–
59, 1 1996.

[30] N. Dalal and B. Triggs, “Histograms of oriented gradients for human detection,” Pro-
ceedings - 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recogni-
tion, CVPR 2005, vol. I, pp. 886–893, 2005.

[31] D. G. Lowe, “Object recognition from local scale-invariant features,” Proceedings of the
IEEE International Conference on Computer Vision, vol. 2, pp. 1150–1157, 1999.

45



[32] D. G. Lowe, “Distinctive image features from scale-invariant keypoints,” 2004.

[33] T. Lindeberg, “Scale-space theory: A basic tool for analyzing structures at different
scales,” Journal of Applied Statistics, vol. 21, pp. 225–270, 1 1994.

[34] S. A. K. Tareen and Z. Saleem, “A comparative analysis of sift, surf, kaze, akaze, orb,
and brisk,” 2018 International Conference on Computing, Mathematics and Engineering Tech-
nologies: Invent, Innovate and Integrate for Socioeconomic Development, iCoMET 2018 - Pro-
ceedings, vol. 2018-January, pp. 1–10, 4 2018.

[35] E. Rublee, V. Rabaud, K. Konolige, and G. Bradski, “Orb: An efficient alternative to sift
or surf,” Proceedings of the IEEE International Conference on Computer Vision, pp. 2564–
2571, 2011.
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